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Abstract 

The consistency of population estimates from seven northwest Atlantic groundfish stock 
assessments was investigated using a combined case study and simulation approach. The stocks 
investigated were Div. 2J+3KL cod, Subdiv. 3Pn + Div. 4RS cod, Div. 4T and Subdiv. 4Vn cod, 
Subdiv. 4Vs and Div. 4W cod, Div. 4TVW haddock, Div. 4X haddock, and Div. 5Z haddock. For each 
stock a series of assessments were performed using an objective and automated calibration 
technique (ADAPT). The assessments contained progressively shorter time series of input data 
and yielded several estimates of the same populations. The variability of the resulting estimates of 
the same population was investigated in terms of both range and trend when compared to those 
obtained from the assessment with the longest data series (the reference). For several stocks there 
was a tendency for the annual estimates to be higher than the reference estimates. Different 
formulations of the calibration model were attempted to eliminate this trend in selected case 
studies. Simulations of model error and statistical errors were also used to investigate possible 
causes for the observed trends. The tendency for annual assessments to overestimate the refer­
ence populations estimates was reproduced in cases of catch misreporting and misspecification 
of natural mortality in the presence of a trend in fishing mortality. 

Introduction 

Virtual population analysis (VPA) (Gulland, MS 
1965) and cohort analysis (Pope, 1972) have been used 
extensively for estimating fish stock size for manage­
ment purposes. The method basically consists of 
adding up the catches of a cohort of fish whi Ie adjusting 
for non-fishing or natural mortality (M) during the life of 
the cohort (Ulltang, 1977). An esti mate of the number of 
surviving fish in the last year of the time series is 
required to begin the process. We have called this pro­
cess sequential population analysis (SPA). These esti­
mates can be derived by calibrating the analysis with an 
independent index of stock size. Calibration consists of 
choosing the set of survivor estimates that produces 

the best match between the SPA population estimates 
and the index. While the SPA estimates from the most 
recent time are highly sensitive to the assumed number 
of survivors, those from earlier years are not, provided 
that fishing mortality is high enough (Pope, 1972). Thus 
the population estimates are said to converge to values 
that are insensitive to the input values. After doing 
assessments for several years it is possible to compare 
the most recent estimates of the populations in years 
gone by to those that were obtained annually in pre­
vious assessments. This is what we have called retro­
spective analysis. 

A working group was formed in 1986 by the Cana­
dian Atlantic Fisheries Scientific Advisory Committee 
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(CAFSAC) to investigate the consistency of the North­
west Atlantic finfish stock assessments which used 
SPA. It was noted that, for several stocks, the yearly 
assessments generated more optimistic population 
estimates than those from the reference year (i.e. the 
most recent assessment) (Gascon, MS 1988, Anon., MS 
1987). The pattern was age-structured with the devia­
tions from the current assessment increasing with age. 
However, the assessments of the day employed a wide 
variety of ad hoc calibration techniques, too many to 
allow the systematic examination of the assessment 
deviations in relation to assessment method. 

Thus, a more objective calibration framework was 
developed and this has become the main analytical tool 
of recent Atlantic Canadian stock assessments. We like 
to call it the adaptive framework, or ADAPT for short 
(Gavaris, MS 1988a). With ADAPT one treats the inde­
pendent index as observed values and SPA is used as a 
model to produce predicted values. Functional rela­
tionships between the observations and the model 
results are defined, usually in the form of linear rela­
tionships on an age-by-age basis. The calibration pro­
cess consists of defining an objective function, usually 
a sum of squares of the residuals between observed 
and predicted values, and then using non-linear tech­
niques to choose the set of input parameters for SPA 
and the regression coefficients that minimize the 
objective function. The residuals may be treated in 
different ways to account for scale, relative error of the 
observation and their distribution. Two common treat­
ments are a log transformation and standardization by 
the inverse standard error of the observation. The 
method addresses many of the technical problems 
noted in other ad hoc calibration procedures pre­
viously used (e.g. the basis for choosing the best esti­
mate, determination of functional relationships, 
appropriate treatment of errors). 

CAFSAC then directed its Statistics, Sampling and 
Surveys Subcommittee to evaluate the use of retro­
spective analysis as a tool for measuring the accuracy 
of past stock size estimates. A workshop was held in 
Hal ifax, N.S. in February 1989. Two main issues were 
considered; first, how reliable are the reference esti­
mates (those obtained from the most recent SPA for the 
complete time series) and the assessed (all other) stock 
size estimates. Second, what is the best way to do a 
retrospective analysis? The discussions centred on 
population size estimates and did not consider catch 
projections. This was done in order to focus attention 
on the SPA. Population esti mates were important to the 
accuracy of catch projections, but other factors such as 
target fishing mortality, weights-at-age and partial 
recruitment in the projection years were also impor­
tant. The subject areas addressed by the four working 
groups of the workshop are reported and discussed in 
this paper. 

Previous Use of Retrospective Analysis 

SPA is a composite of at least three independent 
models: (1) a model relating population numbers. 
catch and M (the Baranov catch equation), here while 
M is an important parameter it is usually assumed con­
stant across ages and years due to difficulties in esti­
mation, (2) a model about age specific susceptibility (or 
relative catchabilities) to the fishery; the partial recruit­
ment, and (3) a model relating other independent indi­
ces of stock size to those obtained from model 1. 

The problem with model 1 is that one has n obser­
vations to estimate n+1 independent parameters, the 
n+1'h parameter being fishing mortality (F) or popula­
tion numbers in the last year. Therefore, model 3 is 
used to estimate the absolute value of F or population 
numbers in the last year, whereas model 2 is used to 
partition F amongst ages. The latter model may not be 
required if age specific indices are available, although it 
is usually included in one form or another to estimate 
terminal F of historical cohorts. 

In spite of widespread use of SPA, it has received 
little attention of either theorists of field biologists, with 
perhaps the exception of the so-called tuning tech­
niques (see review in Anon., MS 1988a) used to relate 
the three models. The use of "Retrospective Analysis" 
in assessing the performance of SPA is examined in 
this section of the report. 

Gascon (MS 1988) examined the ratios between 
average F estimated in the final year of SPA, with the Fs 
in the converged part of the 1I10st recent SPA, for sev­
eral gadoid stocks assessed at CAFSAC, NAFO and 
ICES. It was found that the range was quite large (xO.4 
and x2.0 of converged F), but also that there was a 
definite bias toward underestimating F (6 overesti­
mates versus 44 underestimates after 3 years) and 
therefore overestimating population size. 

Rivard (1981) did a similar analysis but on a shorter 
data set. No bias was visible from his data, however, 
since he was working on a much shorter time series (in 
the unconverged part of the SPA), any bias may not 
have yet become apparent. Rivard and Foy (1987) 
undertook the most comprehensive study of errors in 
catch projections when they attempted to partition 
errors amongst the various sources of input. In all 
cases, initial stock size in the projections was the most 
important source of error, followed by partial recruit­
ment and target fishing mortality, and weights-at-age 
in projected years. When variation in stock size was 
estimated by means of retrospective analysis, they 
found an average absolute difference of 42.7% in the 
stock sizes estimated for 1980 and of 49.8% for 1982 
versus the reference estimates (of 1985 assessments). 
Again, there was an evident bias toward overestimating 
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stock sizes (26 overestimates versus 9 underestimates), 
and amongst the underestimates, 4 occurred for stocks 
which had a poor or inappropriate database (i.e. Div. 
3NO cod, Div. 4RST redfish). Population estimates for 
herring stocks were extremely imprecise (98% absolute 
error) and unbiased (4 under/3 over). For gadoids and 
pleuronectids, bias toward overestimating was syste­
matic (19 over/3 under). 

Anon. (MS 1984) similar analyses described the 
errors in ICES assessments and have been produced 
systematically in some assessments (Anon., 1985, MS 
1988b), but owing to the difficu(ty of their interpreta­
tion, these forms of analysis have tended to disappear 
recently. 

Pope and Gray (1983) examined the precision of 
catch projection of North sea groundfish stocks using 
Monte Carlo simulations. The relative importance of 
the sources of variation (i.e. fishing effort, recruitment 
and catch-at-age) varied from stock to stock. Coeffi­
cients of variation were smaller when F in the projection 
year was set equal to F in the previous year (i.e. the 
status quo), than when F was set to a specific target, 
since in the first case, errors in F tended to cancel out. 
Brander (1987) compared nominal catches to status 
quo projections made by various ICES working groups. 
He found a 14% error for one year projections and a 
21 % error for two year projections with no bias. How­
ever, nomi nal catches may be taken at different Fs than 
the one used in projections, and this would add another 
source of variability. These studies may be of limited 
relevance in the context of Atlantic Canadian stock 
assessments where status quo T ACs are not used. 
Rather, projections are made at a specific target fishing 
mortality (F01 ) and thus the precision and accuracy of 
population estimates are of greater importance. 

In SPA, there are three major assumptions postu­
lated or required: (1) that catch estimates are unbi­
ased, (2) that catches and population numbers are 
related according to model 1 , and (3) that M is known 
(and error free). We briefly examine some studies that 
attempted to assess the impact of biases in these 
assumptions. 

Catch-at-age 

Catch-at-age is usually the only measured 
parameter that intervenes in the SPA sensu stricto, and 
the variation (in the population or due to sampling) can 
be dealt with by standard statistical techniques. Pope 
(1972) and Sampson (1987) have derived variance for­
mulae for population numbers when the variances in 
catch and F are given. 

I n addition, systematic errors can be introduced by 
misreporting, discarding or unrepresentative sam­
pling. Mesnil (1980) was unable to assess the effect of 

such biases, but he expressed serious doubt about the 
useful ness of the technique under such circumstances. 
Sampson (1988) has shown that convergence (i.e. sta­
bility in the initial estimate of cohort size) was not 
maintained when errors in catch-at-age were added 
simultaneously to errors in other parameters. 

Model errors 

Ulltang (1977) extended the catch equation to 
incorporate migration, but migration rates are nearly 
impossible to measure in a systematic manner, there­
fore they are not considered in most assessments. Si ms 
(1982) has examined analytically and by simulations, 
the assumption of the model that mortality occurs as an 
exponential function. He found moderately large 
departures (in the order of 20%) in the worst case sce­
narios (fishi ng restricted to the first or last month of the 
year), under very high values of M and F. The bias was 
usually much lower under more usual circumstances. 

Natural mortality 

M for groundfish is likely to be variable, depending 
on fish age, the abundance of predators and prey, and 
other factors. However, M is usually not estimated on a 
routine basis in SPA. Attempts have been made to esti­
mate M due to predation in the North Sea (Anon., MS 
1989) but this was based on several years of extensive 
stomach contents analysis and on the existence of 
fisheries which sample both predator and prey popula­
tions at juvenile and adult life history stages. This latter 
condition is not present in Atlantic Canadian fisheries. 
Nevertheless, the North Sea model has indicated sub­
stantial variation in predation mortality and has yielded 
some interesting conclusions. Specifically, it was sug­
gested that increased mesh size in cod fisheries from 80 
mm to 120 mm would actually decrease yield in other 
fisheries by increasing the predation of juveniles by 
cod and whiting (Anon., MS 1989). In other cases a 
"reasonable" value for M is assumed (0.2 or 0.3). Con­
sequently, it is an additional assumption in the model, 
rather than a real parameter, and it is better treated as 
such. 

Agger et al. (1973), Ulltang (1977), Mesnil (1980), 
Sims (1984), Sampson (1988) and Hilden (1988) have 
discussed various aspects of the effects of M on SPA. 
All agree that higher M leads to higher estimates of 
initial population numbers, and that errors in M could 
yield substantial errors in the estimate of population 
numbers. Sims (1984) found that on 10 and 20 year 
spans, errors of M (mean = 0.18) of +56%, +11%, -11% 
and -56% yielded errors in population numbers of 
+91%, +13%, -11% and -42%, and +261%, +26%, -20% 
and -62% respectively. Vetter (1988) thoroughly 
reviewed the methods of estimating M and the effects of 
the assumptions about it on fishery models. He con­
cluded that the effects of errors in M were complex and 
were dependent on the errors in other parameters; in 
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general, the effects were generally a function of the 
relative values of F and M. He provided strong evidence 
that M varied both from age to age, and from year to 
year. 

. If a bias in M exists, the effects will not be uniform 
throughout the VPA. The most recent years are all 
composed of incomplete cohorts, which will suffer 
smaller cumulative effects of the errors in M, than the 
more ancient, complete cohorts. 

So far, no one has attempted a full analysis of the 
effects of M on the assessment process (Vetter, 1988), 
from the SPA to the tuning, projections and yield-per­
recruit. A higher M would result in a higher estimate of 
historical population size, thus changing the slopes of 
the tuning relationships, yielding a lower (at least rela­
tive to the past) current estimate of population size, 
lower projected catches, but a higher Fmax (Vetter, 
1988). These effects mayor may not cancel out, and it is 
difficult to determine at the present time. 

Report of Group 1 

This working group carried out case studies on 
seven stocks; Div. 2J+3KL cod (Baird and Bishop, MS 
1989), Subdiv. 3Pn+Div. 4RS cod (Frechet, MS 1988), 
Div. 4T and Subdiv. 4Vn cod (Chouinard and Sinclair, 
MS 1988), Subdiv. 4Vs and Div. 4W cod (Fanning et al., 
MS 1988), Div. 4TVW haddock (Zwanenburg and Fan­
ning, MS 1988), Div. 4X haddock (D'Boyle et al., MS 
1988), and Div. 5Z haddock (Gavaris, MS 1988b). The 
retrospective analysis for each stock commenced by 
first re-doing the 1988 assessment. This analysis 
served as the reference to which all subsequent runs 
were compared. Next, the assessments were con­
ducted with progressively shorter catch and abun­
dance index datasets. The population estimates from 

each assessment were compared to the reference esti­
mates. Based on previous observations that systematic 
deviations from the reference estimates varied with 
age, comparisons were again done by age groups. The 
years used and the age groupings in the analyses are 
given in Table 1. 

An index of deviation (Diita) was calculated as the 
ratio between the population estimates (Nila) for age­
group i, stock j, population year t, and assessment year 
a, and the corresponding reference estimate (Niil,ref). 
The distribution of these ratios were examined among 
stocks and age groups. The index was calculated as: 

D -~ 
ijta - Nijt,ref 

Plots of population size by age-class from the ret­
rospective assessments indicate that of the seven 
stocks examined, Div. 4RS+Subdiv. 3Pn cod and Div. 
5Z haddock had consistent patterns of estimates from 
one year to the next for all age groups; that is to say that 
by dropping one year of data, there was no tendency for 
the subsequent estimates of the same population to 
increase (Fig. 1). The pattern for Div. 4T and Subdiv. 
4Vn cod was also consistent for the partially recruited 
ages. For Div. 2J+3KL cod, Subdiv. 4Vs and Div. 4W 
cod; and Div. 4TVW haddock there was a distinct ten­
dency for the estimates in the assessment year to be 
higher than those in the following years. This was also 
the case for Div. 4T and Subdiv. 4Vn cod and Div. 4X 
haddock in the two older age groups. 

Box and Whisker plots (Tukey, 1977) of Diila in Fig. 
2 give the distribution of these ratios for all stocks by 
age-group. For Div. 2J+3KL cod and Subdiv. 3Pn+Div. 
4RS cod the deviations for all age groups were the 
smallest and the ratios close to 1. The largest deviations 
were found for Div. 4VW haddock and Div. 5Z haddock. 
When compared among age-groups (Fig. 3), it was 

TABLE 1. Data characteristics of groundfish stocks used in retrospective analyses. For the 
abundance index used, RV indicates the results of research vessel surveys while 
CPUE refers to commercial catch-per-unit-effort. 

Time span Age groups in comparisons 

Retro-
Abundance spective Partially Fully 

Stock index used SPA analysis Recruits recruited recruited 

Cod 

2J3KL RV/CPUE 1978-88 1983-86 4 5-8 9-13 
3Pn4RS CPUE 1974-87 1980-85 4 5-9 10-15 
4TVn RV/CPUE 1971-87 1978-85 3-4 5-9 10-15 
4VsW RV 1971-87 1979-85 3 4-6 7-15 

Haddock 

4TVW RV 1970-87 1980-85 1-3 4-6 7-11 
4X RV 1970-87 1980-85 1-3 4-6 7-11 
5Z RV 1963-87 1982-85 2-3 4-8 
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Fig. 1. Comparison of population estimates from SPA, by age groups, for seven Northwest Atlantic groundfish stocks. using data sets for differ· 
ent time periods. 
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Retrospective Analysis: Div. 4T+Subdiv. 4Vn Cod 
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Retrospective Analysis: Div. 4TVW Haddock 
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Fig. 1. (continued). 
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Retrospective Analysis: Div. 5Z Haddock 
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was 0.3 to 3.9 and the middle 50% of the ratios were 
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Fig. 2. Box and Whisker plots of the distribution of the ratios be­
tween assessed and reference population estimates for seven 
Northwest Atlantic groundfish stocks. The stocks are 1 - Oiv. 
2J+3KL cod, 2 - Subdiv. 3pn+Div. 4RS cod, 3-Oiv. 4T +Sub­
div. 4Vn cod, 4 - Subdiv. 4Vs+Oiv. 4W cod, 5 - Div. 4TVW 
haddock, 6 - Div. 4X haddock, 7 - Div. 5Z haddock. 
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Fig. 3. The distributions of ratios between assessed and reference 
population estimates for all seven stocks combined, but 
separated by age groups (1 - recruitment, 2 - partially­
recruited, 3 - fully-recruited). 

between 1.D-1.B. This indicated considerable variation 
in population estimates as more data were added tothe 
assessments. 

The group considered whether the source of abun­
dance index data, either from a research surveyor 
commercial catch rates, could be related to the pattern 
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of population estimates. In the assessment of Div. 
2J+3KL cod both indices are used in the calibration. 
Two series of assessments were thus conducted using 
survey and commercial catch rates separately in the 
calibration. The results are presented in terms of fully 
recrutied fishing mortality (Table 2). The calibrations 
with survey indices alone gave consistently higher fish­
ing mortalities, and thus lower population estimates, 
than calibration with the commercial index although 
the two converged to virtually the same reference esti­
mate by 1983. The commercial catch-rate series gener­
ated assessed F values 40-70% lower than the 
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reference. The research survey index generated F 
values 30-40% larger than the current estimates in the 
1983-85 period, but similar estimates in the last2 years. 
A significant change in the pattern occurred in 1986, 
the year of what now appears to be an anomalously 
high survey estimate (Baird and Bishop; MS 1989). 

How general this was for other stocks could not be 
determined due to time constaints. However, a similar 
comparison could be made for other stocks where both 
research survey and CPUE time series are available. 

Report of Group 2 

This group developed alternative formulations 
within ADAPT in an attempt to eliminate systematic 
deviations in the retrospective analyses. The alterna­
tive formulations which were considered are those 
related to: (1) structural changes in the underlying 
population dynamic model, (2) the formulation of the 
objective function for the minimization, or (3) the cho­
ice of the index (or combination of indices) for the 
calibration. The list of alternative formulations that 
were investigated is as follows: 

allowing temporal changes in catchabilities 
for the commercial fleet; 

allowing exploitation patterns to be dome­
shaped rather than assuming full recruitment 
for older ages; 

allowing M to be estimated within the frame­
work (i.e. M as a parameter) or assuming that 
M is something other than 0.2; 

using alternative indices of abundance or a 
different combination of them (relative 

. weighting); 

using alternative formulations of the objective 
function (e.g. logarithmic transformations, 
weighting by inverse of standard error for indi­
ces, etc.); 

using age disaggregated indices from the 
commercial fleet rather than a single global 
index. 

TABLE 2. Comparison of terminal Fs (age 13) obtained for the Div. 2J+3KL cod stock when 
either research vessel or commercial catch-per-unit-effort (CPUE) indices were 
used to calibrate the SPA. 

Calibration with RV Calibration with CPUE 

Deviation Deviation 
Year Reference Assessed (%) Reference Assessed (%) 

1983 0.472 0.627 32.8 0.470 0.202 -57.0 
1984 0.507 0.707 39.4 0.475 0.174 -63.3 
1985 0.545 0.758 39.1 0.552 0.147 -73.4 
1986 0.484 0.480 -0.8 0.422 0.165 -60.9 
1987 0.552 0.516 -6.5 0.361 0.223 -38.2 
1988 0.566 0.305 
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It was not possible to extensively explore the area 
of "alternative indices" within the time available. Sim­
ilarly, the question of stock definition and its implica­
tion for the various formulations was not addressed. 
The questions of reiative weighting of muitiple indices 
and of using multiple indices in a single formulation or 
in separate formulations of the adaptive framework 
(combine estimates within or combine them after) were 
not considered extensively. ' 

Cod in the southern Gulf of St. Lawrence (Div. 
4T +Subdiv. 4Vn) and haddock on the eastern Scotian 
Shelf (Div. 4TVW) were used as case studies. The pur­
pose of the exercise was to compare the retrospective 
analysis obtained by Group 1 with the retrospective 
view obtained from the "new" formulation. The aim was 
to find a formulation that provided the "most consist­
ent" analysis. Consistency, while a desirable property, 
must not be confounded with the "truth" and there is no 
guarantee that the "most consistent formulation" cor­
responds to the "truth". 

Cod in Div. 4T and Subdiv. 4Vn 

The results for this stock are summarized in two 
figures, the ratios of assessed and reference estimates 
(Fig. 5) and a comparison of absolute population esti­
mates from the different options (Fig. 6). 

Research index-at-age using log transformations. 
In this formulation, only the research index-at-age was 
considered for the calibration. Rather than weighting 
the residuals by the inverse of standard error as was 
done in the original analYSiS, a logarithmic transforma­
tion was applied to the residuals. The results were com­
parable to those of the original analysiS both in terms of 
deviations and absolute estimates. This was not sur­
prising since the original formulation (Chouinard and 
Sinclair, MS 1988) gave very little weight (one-ninth) to 
the commercial catch rates. The estimates for partially 
recruited ages were generally less consistent and more 
dispersed using the RV data alone. The interannual 
changes in estimates of recruitment were less using the 
RV data alone. 

Age-disaggregated commercial catch rates. In this 
formulation, only commercial catch rates-at-age (from 
otter trawlers) were used for the calibration. This for­
mulation lead to a systematic underestimation of 
recruitment and partially recruited ages relative to the 
reference (Fig. 5). However, forthefully recruited ages, 
the stock size estimated each year was closer to the 
reference than those based on the surveys. Conse­
quently, the commercial catch rates might be better for 
estimating the fully recruited ages but the research 
survey information provides a more satisfactory index 
for estimating recruitment and partially recruited ages. 
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Fig. 5. Effects of changes in the ADAPT formulation on the ratios 
between assessed and reference population estimates for 
Div. 4T +Subdiv. 4Vn cod. Treatments were: 1 - the standard 
assessment, 2 - calibration with RV data only, 3 - calibration 
with CPUE data only, 4 - calibrated with RV and CPUE data 
and assuming a 5% annual increase in efficiency of the com­
mercial fishery, 5 - calibrated with RV data only and forcing a 
dome-shaped PR pattern. 

Time-varying catch ability for the commercial fleet. 
In this formulation, the following modifications were 
used: 

logarithmic transformation was applied to the 
residuals; 

commercial catch rates were disaggregated 
by age (this implies a relative weighting of 1:1 
for the commercial index and the research 
index); 

the catchability coefficients (q) for the com­
mercial fleet were arbitrarily assumed to be 
time dependent, increasing at 5% per year. 

The population estimates for fully recruited ages 
were systematically higher than the reference with this 
formulation but to a lesser extent than the results 
obtained using a formulation based on surveys only. 
The opposite was true for the partially recruited and 
recruitment estimates. This was similar to the pattern 
obtained when only the CPUE index was used. This 
option produced the lowest absolute population esti­
mates. 



O'j 

0.5 

0.4 

0.2 

0.1 

0.4 

Ui' 
c 
~ 0.3 

:§. 

ci 0.2 
Z 

0.03 

0.02 

0.Q1 

Fig.6. 

77 

SINCLAIR, et al.:Consistency of Groundfish Stock Assessments 69 

___ REF 

---- Q ____ RV 
___ DOME 
___ CPUE 

78 79 80 

Recruitment 

I 

Partially-recruited 

Fully-recruited 

81 82 83 84 85 86 87 
Years 

Effects of changes of the ADAPT formulation on the absolute 
population estimates of Div. 4T + Subdiv. 4Vn cod. 

Forcing exploitation' patterns to be dome-shaped. 
Input parameters for VPA are usually given as F for all 
ages in the last year and for the oldest ages for all other 
years. It has been our experience that there are insuffi­
cient data to estimate all these parameters. instead, the 
oldest age Fs are estimated by assuming a relationship 
between F at younger ages in the same year and that at 
the oldest age. In the original formulation forthis stock, 
F at the oldest age was assumed to be equal to the mean 
(weighted by population numbers) fully recruited F 
(ages 9 and 10), a so called flat-topped recruitment 
pattern. An alternative formulation was used where the 
pattern was assumed to be dome-shaped, that was 
where the oldest age Fwas set at 25%the fully recruited 
F. Only the research vessel index was used for calibra­
tion. This formulation produced a much more consist­
ent retrospective pattern for the oldest age group and a 
slight improvement for the recruitment estimates. This 
option produced the highest absolute population 
estimates. 

Defining M as a parameter. When M was intro­
duced as an additional parameter, it was estimated to 
be 0.37. However, all values of the correlation matrix of 
the parameters became relatively large, which would 
indicate that while there is some information in the data 
to estimate M, there is insufficient information to simul­
taneously estimate M and F (through the survivors and 
the calibration coefficients). 

Haddock in Div. 4TVW 

ForCing exploitation patterns to be dome-shaped. 
F on the oldest age-group was set at 50% of the fully 
recruited F in each year. This formulation did not 
improve the retrospective analysis for any age group 
(Fig. 7). 

Defining M as a parameter. When M was intro­
duced as an additional parameter it was estimated to be 
0.27. The standard error was relatively small, i.e. 0.09, 
but all values of the correlation matrix of the parame­
ters were relatively large. Again, as was the case for Div. 
4T +Subdiv. 4Vn cod, there was insufficient information 
to estimate simultaneously M and the other parame­
ters. 

Assuming M = 0.4. There was no consistency of the 
retrospective analysis when M was assumed to be 0.4. 
The analysis cou Id not be completed for 1986 and 1987. 

Assuming M is age-specific: In this formulation, M 
was assumed to take the following arbitrary values for 
each age: 

Age 2 3 4 5 6 7 8 9 10 11 

M .9 .54 .36 .18 .18 .18 .18 .18 .18 .27 .324 
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Fig. 7. Effects of changes in the ADAPT formulation on the ratios 
between assessed and reference population estimates for 
Div. 4TVW haddock. Treatments were: 1 - the standard 
assessment, 2 - calibration with a dome-shaped PR, 3 -
calibrated with age dependent M. 

With this pattern, no improvement in the consis­
tency of the retrospective analysis could be detected 
(Fig. 7). 

General comments 

Adding parameters in an attempt to develop 
new/alternative formulations often led to an over­
specification of the model. This was apparent by exam­
ination of the correlations among parameter estimates, 
a useful diagnostic tool available in ADAPT. Under 
these conditions, there was insufficient contrast in the 
data to allow estimation of all parameters simultane­
ously. This observation is consistent with the general 
experience in stock assessments, for example the 
inability to estimate F on the oldestage groups. Forone 
of the two stocks for which dome-shaped partial 
recruitment was assumed, the retrospective analysis 
provided a more consistent picture than the formula­
tion which assumes full recruitment for the oldest age. 
However, by assuming a dome, the results imply an 
abundance of older fish in the population that are not 
found either by the research surveys orthe commercial 
fishery. In addition, when a dome-shaped pattern was 
assumed there was no complete convergence of esti­
mates of abundance of the oldest age groups. 

Recently, it was observed for many cod stocks of 
the Northwest Atlantic that a flat-topped partial recruit­
ment pattern produced catchability estimates for the 
RVs which increased with age. From our understanding 
of the operation of survey trawls, stable if not declining 
catchabilities would be expected through the older 
ages. It was also observed that forcing the exploitation 
patterns to be dome-shaped brings the RV catchability 
estimates more in line with their expected pattern. The 
presence of a dome in the partial recruitment coeffi­
cients is not surprising because many of the gears 
which make the bulk of the commercial catch have a 
dome-shaped selectivity pattern (e.g. cod traps, gill 
nets, etc.). As a consequence of this, a dome-shaped 
partial recruitment has been assumed recently for the 
assessment of many cod stocks in the Northwest Atlan­
tic, both within NAFO and CAFSAC. As indicated by 
the results of our simulations, the introduction of a 
dome could reduce, or perhaps even eliminate in cer­
tain cases, the systematic patterns observed in the ret­
rospective analysis of many stocks. 

The question of relative weighting of multiple indi­
ces in a single formulation and of using multiple indices 
in separate formulations of ADAPT (combine estimates 
within or combine them after) were only addressed in 
two new formulations for the Div. 4T +Subdiv. 4Vn cod 
stock. The commercial catch rates provided a more 
consistent estimation for the fully recruited ages but 
the research survey information proved more consist­
ent for estimating recruitment and partially recruited 
ages. This should be explored further. 

Report of Group 3 

The general approach of this group was to use 
simulated data to investigate the effects of model miss­
pecification on population estimates, both reference 
and in the assessment year. Input data for an assess­
ment were generated with the following set of parame­
ters: initial numbers-at-age, recruitment, fully 
recruited F, partial recruitment, and M-at-age. Popula­
tion numbers (N) at age i and yeart were then projected 
using the standard equation: 

Catch-at-age i and in year t was also generated 
using the Baranov catch equation: 

The simulated population numbers were used as 
the index of abundance for calibration. For the ana­
lyses, either the input data (catch-at-age or index of 
abundance) or the. parameters used in the SPA (M, 
partial recruitment) were adjusted to mimic systematic 
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errors in the analytical models. The specific deviations 
investigated were: 

Differences between assumed and actual M; 

Changes in the catchability of the survey; 

Errors in partial recruitment assumptions 
(domed- or flat-topped); 

Misreporting of catches. 

Populations with two age spans were used, ages 1 
to 5+ and 1 to 10+. Catches and population numbers for 
older ages were combined. The formulations of ADAPT 
had the following in common: 

Parameters estimated 

Survivors in the last year, either 1 to 4 or 1 to 8 
depending on the age span of the simulated popu­
lation; 

Slopes (ks) for the calibration relationships (to 
beginning of the year); 

The relationships used the population esti­
mates from SPA to predict the index, in the form: 

Structure imposed 

For the short age span, F at age 5+ in the final year 
was set equal to age4. This was consistent with the 
partial recruitment used to generate the numbers. 
F on the oldest age was set equal to age 4, 

For the long age span F at age 9+ in the final year 
was set equal to the mean of ages 5-7, as was F on 
the oldest age, 

M was assumed to be 0.2 in all cases, 

Error in catch-at-age was assumed to be negligible 
and thus the abundance index was treated as the 
dependent variable in the calibration regressions. 
(see report of group 4 for details). 

Differences between assumed and actual M-at-age 

Four scenarios of deviations of M were investi­
gated: true M declining, true M U-shaped, true M lower 

TABLE 3. Natural mortalities-at-age used to generate simulated data 
used by working group 3. 

True M 

Age Decline U-Shaped M = 0.1 M = 0.3 

1 1.00 0.50 0.10 0.30 
2 0.80 0040 0.10 0.30 
3 0.60 0.30 0.10 0.30 
4 0040 0.20 0.10 0.30 
5 0.20 0.10 0.10 0.30 
6 0.20 0.10 0.10 0.30 
7 0.20 0.20 0.10 0.30 
8 0.20 0.30 0.10 0.30 
9 0.20 0040 0.10 0.30 

10 0.20 0.50 0.10 0.30 

than assumed, and true M higher than assumed. In all 
cases M was assumed to be 0.2. The actual values used 
are given in Table 3. 

The ·effects of these deviations between the true 
and assumed M on the resulting population estimates 
are demonstrated by the estimated slopes of the cali­
bration relationships (Table 4). Since the true popula­
tion abundance was used as the calibration index for 
each age, the true calibration slopes were 1.0. Higher 
esti mated slopes indicated an underesti mate of the true 
population (on average) while slopes less than 1.0 indi­
cated an overestimate of the true population. 

In the case with declining M, the older age groups 
were correctly estimated (slope = 1.0) since the 
assumed and true M values matched (Table 4). The 
SPA underestimated the true abundance for younger 
ages because the true M was higher than the assumed 
value. The population estimates were lower than the 
true values when the true M was higher than the 
assumed value (M = 0.3 and U-shaped), while the oppo­
site was true when the true M was lower than that 
assumed (M = 0.1). The residuals in the calibration were 
negligible (less than 0.5%) meaning that the differences 
between the estimated population sizes and the index 
were almost totally explained by the calibration regres­
sions. This was probably because the deviations 
between true and assumed M as well as the fully recru­
ited F were constant for all years. Consequently, there 
was no divergence between the reference and assessed 
estimates and there was no retrospective pattern. 

This was verified by using different M values while 
generating the simulated data. In a 10 year simulation 
with M = 0.2 for 5 years and M = 0.4 for 5 years, the 
calibration produced residuals and these were auto­
correlated with time. 

The group also investigated whether a trend in F 
accompanied by a misspecification of M could gener­
ate a retrospective pattern similar to that observed by 
group 1. Population and catch numbers were gener­
ated using M = 0.1 and M = 0.3 and either continuously 
increasing or decreasing F for a 20 year period. Trends 

TABLE 4. Slopes of calibration relationships as determined for popu­
lation simulations of 20 years where various errors in M 
occurred. M was always assumed to beO.2 while thetrueM 
is indicated in the table. 

Slopes of calibration relationships 

Age M decline M U-shaped M = 0.1 M = 0.3 

1 6.61 1.87 0.38 1.95 
2 3.08 1.39 0042 1.78 
3 1.74 1.15 0045 1.64 
4 1.20 1.05 0049 1.53 
5 1.00 1.05 0.50 1.49 
6 1.00 1.19 0.50 1.49 
7 1.00 1.40 0.50 1.50 
8 1.00 1.53 0.50 1.50 
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of F were from 0.05 to 1.00 in steps of 0.05. The data 
were analyzed assuming an M of 0.20. Examination of 
the deviations between the reference and assessed 
population estimates indicated retrospective patterns 
(Fig. 8). When M was underestimated and F decreased, 
there was a tendency for the assessed values to exceed 
the reference values. The same is true when M was 
overestimated and F increased. It was reported by 
Lapointe, et al. (1989) that such a situation created 
spurious trends in recruitment estimates. Many 
groundfish stocks in the Northwest Atlantic have expe­
rienced lower F since the extension of fisheries juris­
diction in 1977. 

Changes in catchability of the index 

As mentioned above, the simulated true population 
numbers were used as the calibration index. Thus, the 
true values were used in a manner analogous to having 
an abundance survey with a catchability of one. A 
change in catchability was simulated by changing the 
index either by year or by age before carrying out the 
calibrations. When the calibration index was doubled 
after 5 years this generated a discontinuous pattern in 
the residuals of the calibration regressions with respect 
to time. If the calibration index was adjusted in an age 
dependent manner the calibration regressions were 
perfect (no residuals) and the calibration slopes accu­
rately estimated the simulated catchabilities. 
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Fig. 8. Distributions of ratios between assessed and reference popu­
lation estimates for simulated data where M is misspecified 
and there is a trend in F. In all cases M = 0.2 was used in SPA. 
In cases 1 and 2 the true M wasO.3 and in cases3 and 4 the true 
M was 0.1. In cases 1 and 3 F increased, while F decreased in 
cases 2 and 4. 

Partial recruitment 

I n this case the true population was generated with 
a dome-shaped partial recruitment (PR) and analyzed 
with a flat-topped PR (Table 5). The results indicated 
no deviation between the reference and assessed esti­
mates. However, the population esti mates were con­
sistently lower than the true values. The resulting 
estimates of F indicated an increasing trend with age 
(Table 5). In a standard assessment, such a trend might 
be interpreted as a continually increasing PR to the 
fishery rather than the real dome-shaped pattern. The 
estimated ks also increased with age (Table 5). The 
largest errors were for the oldest ages and there was a 
convergence of the estimated and true population 
values toward younger ages. However, such a pattern 
of k in a standard assessment might be interpreted as 
an increaSing trend in catchability to the survey. Only if 
a dome-shaped PR was assumed or if F was high (close 
to 1.0) did a dome appear in the F matrix. The lack of 
residuals in the fits made diagnosis of the misspecifica­
tion of PR very difficult. Based on these observations, 
the interpretation of a dome-shaped pattern in a F 
matrix is unclear. 

The same catch-at-age matrix was analyzed with 
sequential VPA (Pope and Shepherd, 1982) and the 
dome-shaped PR was detected. 

Misreporting 

In this case a simulation of annual assessments 
was used on a popu lation with a 5 year age-span over a 
30 year perIod. Two cases were examined: in one mis­
reporting began after 10 years, in the second misre­
porting occurred throughout the period. The first 
simulation began with 10 years of perfect data. Begin­
ning in year 11 only half of the actual catch-at-age was 
used, thus simulating a situation where only half of the 
catch was reported. An assessment was done each year 
and catches for the next year were projected at F = 0.2. 
The fishery then caught twice the T AC, and the catch­
at-age necessary to achieve this was estimated. But for 

TABLE 5. 

Age 

2 
3 
4 
5 
6 
7 
8 
9 

10 

Fishing mortality and calibration constants (k) estimated 
using catch-at-age generated with a dome-shaped partial 
recruitment but assuming a flat-topped partial recruitment. 

Fishing mortality Calibration slope (k) 

Estimated True Estimated True 

0.01 0.04 1.48 1.00 

0.03 0.08 1.49 1.00 
0.09 0.12 1.51 1.00 
0.23 ·0.16 1.56 1.00 
0.37 0.20 1.70 1.00 

0.46 0.20 2.02 1.00 

0.49 0.16 2.61 1.00 
0.53 0.12 3.63 1.00 
0.54 0.08 
0.42 0.04 
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Fig. 9. Population estimates for two simulated misreporting situa­
tions with (A) only half the catch was reported after year 10 
and (B) only half the catch was reported for the entire time 
series from year 1. 

the next year's assessment only half the catch numbers 
were used since only half the catch was reported. The 
annual assessments of population size were consist­
ently higher than the reference esti mates when misre­
porting began at year 11 (Fig. 9). The assessed values 
were higher than the true values in the years imme­
diately following the beginning of misreporting and the 
assessed estimates were always closer to the truth. 
However, the assessments consistently indicated 
increasing trends in population size contrary to the 
actual trends. This pattern in the retrospective analysis 
was similar to that observed for several cases studied 
by Group 1. 

When misreporting always occurred the reference 
and assessed estimates were equal but half the real 
values. Thus the retrospective pattern described above 
was due to a change in simulated reporting practices. 

Report of Group 4 

There are two fundamentally different types of data 
available for the estimation of stock size, commercial 
catch-at-age and information from abundance indices. 
It is currently popular to use the catch-at-age with 

cohort analysis to estimate the population. An alterna­
tive approach is to use the abundance index scaled by 
age specific catchabilities to estimate the population. 
The choice of approach may be based on the relative 
uncertainty in the two types of data. This working 
group used simulated data to investigate the effects of 
error misspecification on the resulting population esti­
mates. 

Three formulations of ADAPT were considered to 
take into account the relative importance of the uncer­
tainty in these data. 

Model I No-catch-error; assumes that the error in the catch-at-age 
can be ignored 

Model II No-index-error; assumes that the error in the abundance 
index can be ignored 

Model III Full-error; account for the error in both types of data in ad 
hoc sequential manner. 

Modell is similarto the standard assessment approach. 
The cohort equations (Pope, 1972) were used to gener­
ate the population matrix. ADAPT was used to estimate 
the survivors in the final year and the calibration con­
stants between the population estimates and the abun­
dance index. The calibration criterion used was to 
minimize the residuals between the observed abun­
dance indices and those predicted from the population 
estimates. The survivors for the oldest age were calcu­
lated by assuming that the F on that age was equal to 
the F on fully recruited ages. This assumption was 
consistent with the way the simulated data were 
produced. 

Model II calculated the population as the product 
of the abundance indices and age specific calibration 
constants. The catch-at-age was then predicted with 
the estimated population by estimating the total annual 
mortality (Z) for each cohort, subtracting M to obtain 
annual F and using this to estimate annual catch-at-age 
using the Baranov equation. ADAPT was used to esti­
mate the calibration constants using the criterion of 
minimizing the residuals between the observed and 
predicted catch-at-age. 

Model III used both methods to sequentially esti­
mate the population and produced two esti mates of the 
population. A single population matrix was generated 
and the resulting true catch-at-age and abundance 
index were calculated for the given exploitation pattern 
and the index catchability. 

The catch-at-age and index were decomposed into 
proportions and total numbers before lognormal error 
similar to that calculated for these stocks was added. 
Ten data sets were then generated for each of the three 
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data classes described below. Each data class was ana­
lyzed with each model. 

Data Class I True catch-at-age, abundance index with error 

Data Class II True abundance index. catch-at-age with error 

Data Class III Both data types with error 

The results are summarized in the tablulation 
below. Model I performed well even when the data 
violated model assumptions, i.e. there was error in the 
catch-at-age. There was also a slight tendency to 
underestimate the population size in the most recent 
years when there was error in the catch-at-age. Modelll 
performed poorly. When the model assumptions were 
met, i.e. no error in the index, the estimates were unbi­
ased but highly variable. When there was error in the 
index, the estimates from this Model were severely 
biased. Model III incorporated the populations from 
Models I and II. The poor performance of Modell! was 
reflected in the results of Model III. Consequently, 
Model III did not perform as well as Model I. 

Data Class 

Model II III 

good acceptable acceptable 

II biased severely unbiased but biased severely 
highly variable 

III poor acceptable poor 

It appears that random errors in catch-at-age of a 
magnitude similar to what has been calculated for sev­
eral finfish stocks can safely be ignored. That is, the 
performance of Model I was not severely degraded 
when there were errors in the catch-at-age. All models 
performed relatively well when there was no error in the 
index. Random error in the catch-at-age is easily 
handled if the abundance index is precise and accu­
rate. However, attempts to estimate the survivors for 
the oldest age with Modell were unsuccessful with the 
level of error used in these simulations. 

The coefficients of variation of the su rvivor esti­
mates from Model I and 10 replications of Data Class III 
ranged from 34 to 55% (Table 6). Acomparison of these 

TABLE 6. Comparison of coefficient of variation for the replications 
and model estimates. 

Coefficient of variation 

Age Replication estimates Model estimates 

0.55 0.45 
2 0.39 0.33 
3 0.39 0.28 
4 0.40 0.28 
5 0.34 0.26 
6 0.51 0.32 
7 0.48 0.33 
8 0.42 0.35 

to the model esti mates showed that the model underes­
timated standard error by approximately 30%. This 
could be due to the model misspecification, i.e. the 
model estimates assumed that there was no error in the 
catch-at-age. Further simulations matching Model I 
and Data Class I would provide a clearer answer. 

It is noteworthy that Model I, the standard model 
now used, performed well if errors were random. 

Summary and Conclusions 

The workshop concentrated on the use of retro­
spective analysis for examining the conSistency and 
accuracy of populations estimates derived from VPA. 
However, previous studies have shown that stock size 
estimates are not the sale source of uncertainties for 
catch prOjections. For instance, Rivard and Foy (1987) 
estimated that while population estimates might 
account for as much as two-thirds of the error in catch 
projections for certain groundfish stocks of the 
Northwest Atlantic, the errors in PR coefficients, 
weights-at-age and recruitment were not negligible. It 
was also noted that some of the parameters for the 
catch projection were negatively correlated with the 
population estimates and that, because of this, the 
errors arising from them could serve to cancel some of 
the errors associated with other sources when catch 
projections were made. Consequently, one must be 
careful interpreting the results presented here, as the 
uncertainties in the population estimates do nottrans­
late into errors in catch projections through a simple 
formula. The error propagation in catch prOjections 
has not been examined at this meeting and further 
investigations are warranted. 

Most of the groundwork for this meeting was laid 
by the CAFSAC Working Group on the Accuracy of 
Analytical Assessments in 1986. Since then significant 
progress has been made in several areas as recom­
mended by that Working Group in an unpublished 
report. This includes: 

the development of more objective assess­
ment approaches; 

simulation studies of the effects of input on the 
converged part of SPA; 

quantification of the sources of variability in 
SPA. 

I ndeed the conclusions of Group 1 are consistent 
with the earlier observations that there was a tendency 
to overestimate the converged population estimates for 
the stocks investigated. We were unable to determine a 
common factor responsible for this pattern. Some 
improvement in the retrospective analysis was attained 
for Div. 4T +Subdiv. 4Vn cod if a dome-shaped PR was 
used for assign ing F to the oldest ages. However, this 
was not the case for Div. 4TVW haddock. A misspecifi­
cation of M in concert with a trend in F produced the 
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desired pattern. It is generally accepted that Northwest 
Atlantic groundfish stocks have undergone a reduction 
in F since the extension of fisheries jurisdiction in 1977. 
Simulations of catch misreporting also generated the 
desired pattern of estimates if the reporting practices 
changed from full to partial reporting. However, these 
findings need study before conclusions may be drawn 
regarding probable causes in the case studies. 

Given the present state of assessment methodol­
ogy, it was generally concluded that the precision of 
stock size estimates in the final year will only be as 
good as the precision of the abundance index. For 
current abundance surveys age-by-age estimates have 
coefficients of variation of 30% or more. Coefficients of 
variation for aggregated age groups are less. While 
estimates of commercial catch rates have lower coeffi­
cients of variation, there is considerable uncertainty 
about changes in catchability and for several stocks 
such indices are currently not available. In addition 
Group 4 found, following simulations of realistic errors 
in basic input data, that coefficients of variation of 35% 
or more on population estimates should be expected. 
Thus, the development of more reliable abundance 
indices is called for if fisheries management plans 
require more precise population estimates. 

The question of accuracy is another matter alto­
gether. Here assumptions must be made about several 
important parameters. M is commonly assumed to be 
fixed through time and at age. However, there is a 
dearth of information regarding the dynamics of M. 
Data are usually inadequate to estimate the F (or survi­
vors) of the oldest age-classes. However, faulty 
assumptions regarding the F on older fish can signifi­
cantly bias estimates of population size and F in the 
past (Table 3). Other assessment methods such as sep­
arable VPA (Pope and Shepherd, 1982) may be useful 
for estimating the PR of older fish. Nominal catch data 
are often taken at face value when in fact there are no 
programs in place to measure accuracy of those data 
on a routine basis and there are substantial allegations 
that the reported values are far from the truth, particu­
larly for the Scotian Shelf and Georges Bank area. The 
simulation studies presented here have indicated that 
population estimates may be biased in complex ways 
by faulty assumptions of these parameters. Further­
more, it was seen that in some cases the yearly 
assessed population sizes may be closer to the truth 
than the reference estimates from the most recent 
assessment. The use of diagnostic plots (residuals) 
may be useful in detecting deviations between 
assumed parameters and reality, howeverfurther simu­
lation studies are needed. Thus it is clear that estimates 
of population size from the converged part of the SPA 
do not necessarily represent the true population size 
for those years. 

Participants were asked to address three questions 
at this Special Session: 

1 . Are retrospective analyses worth doing? 

It was agreed that analyses of the type carried out 
here are useful for two purposes. First they indi­
cate the variability, both in terms of range and 
direction, of population estimates depending on 
the number of years of data used. They are also 
useful for examining different assessment formu­
lations which may improve the consistency of esti­
mates. Once an improvement is attained, the 
implications of the new formulation in terms of 
population dynamics and biology of the resource 
should be investigated. 

2. How should they be done? 

The general approach taken here was to repeat the 
. assessments using a common formulation and 
sequentially dropping years of data. Then the vari­
ability of estimates of the same population were 
examined in relation to the time span of the analy­
sis. Other factors not considered were trends in 
calibration coefficients and the interpretation of 
residuals. While not available for this meeting, the 
development of objective measures of variability, 
including direction, of the estimates is warranted. 

3. Can we use retrospective analyses to improve 
assessments? 

To the extent that retrospective analyses generate 
questions and promote investigations, one may 
say that they may improve assessments. They do 
indicate the sources of variability in population 
estimates. However, this exercise alone will not 
necessarily give more reliable estimates of true 
population size. 
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